Standard Deviation
What is it?
The standard deviation is a measure of statistical dispersion.
In plain English it's a way of describing how spread out a set of values are around the mean of that set. For example, if you have a set of height measurements, you can easily work out the arithmetic mean (just sum up all the individual height measurements and then divide by the number of those measurements). However, knowing the mean (or average, as it's more commonly called), doesn't tell you about the spread of those heights. Were all the people in your group the same height, or did you have some tall and some short, or was there one really tall person who towered over everybody else? It's possible that you could have exactly the same average height from wildly different groups. Knowing about how spread out those heights are compared to the mean gives you extra information over and above the mean value.
How do I calculate it?
The basic idea of the standard deviation is that you're measuring variations around the mean value. Some of those values will be below the mean, some above and sometimes you'll have some that are equal to the mean. In other words some of the differences between the individual measurements will be positive (more than the mean), some will be negative (below the mean) and some will be zero (directly equal to the mean). Now just adding these differences up is dangerous because the positive and negative values will cancel each other out. For example, to take an incredibly simplistic case, if you've got a sample of two values, one of 9 and one of 11, the mean is equal to 10. The differences are -1 and +1, adding these together gives us a total variation of 0. But we know that there's not zero variation around that mean value! 
So, to get round this problem each of the variations around the mean is squared. When you square a negative value you get a positive value. So, to work out the standard deviation we square all of the differences from the mean, add them all up and divide by one less than the number of values in our set. This new number is called the variance. Now we take the square root of the variance (which is reversing the squaring we did earlier so that our number is closer to the original differences), and that's the standard deviation.

Here's the recipe again:
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1. Work out the average (mean value--M) of your set of numbers 
2. [image: http://2.bp.blogspot.com/_yg9SNoq91Ss/SDWEFY9tlLI/AAAAAAAAASE/KsxNNWN9x04/s1600/sdtable.jpg]Work out the difference between each number and the mean 
3. Square the differences  (X-M)2
4. Add up the square of all the differences:
5. Divide this by one less than the number of numbers in your set - this is called the variance 
6. Take the square root of the variance and you've got the standard deviation 
That's it for the most part. A set of values that are closely clustered near the mean will have a low standard deviation, a set of numbers that are widely apart will have a higher standard deviation and a set of numbers that are all the same will have a standard deviation of zero (because they're all equal to the mean anyway).
What's this 'normal distribution' stuff?
If your data is normally distributed, in other words you've got most data near the mean and the further away you get from the mean the fewer measurements you have, then the standard deviation gives you extra information. A lot of real world measurements are normally distributed - height, weight, test scores, wages… - and if you graph the data it has a bell-shaped curved. For data that is normally distributed the standard deviation gives us the following information:
· Around 68% of data are within one standard deviation of the mean 
· Around 95% of data are within two standard deviations of the mean 
· Around 99% of data are within three standard deviations of the mean
So, if the mean of your data set is 100 and the standard deviation is 10, you can expect to see about 68% of values in the range 90-110, and 95% to be in the range 80-120. And anything below 70 or above 130 is going to be very rare…

http://www.techbookreport.com/tutorials/stddev-30-secs.html
image1.jpeg
Table |. Common error bars

Error bar Type Description Formula

Range Descriptive  Amount of spread between the  Highest data point minus
exiremes of the data the lowest

Standard deviation (SD)  Descripfive  Typical or (roughly speaking) Y
average difference between the 5D = [ Z1X =M
data points and their mean Vot

Standard error (SE) Inferential A measure of how variable the ~ SE = SD/v/n
mean will be, if you repeat the
whole study many times

Confidence inferval (CJ,  Inferential A range of values you canbe M .y x SE, where

usually 95% CI

95% confident contains the frue
mean

oy s @ critical valve of

11 n'is 10 or more, the

95% Cl is approximately
M2 x SE.





